
Collective Deceleration of Laser-Driven Electron Bunches

S. Chou (周紹暐),1,2,* J. Xu (徐建彩),1,3 K. Khrennikov,2 D. E. Cardenas,1,2 J. Wenz,2 M. Heigoldt,2

L. Hofmann,1,2 L. Veisz,1,4 and S. Karsch1,2
1Max-Planck Institut für Quantenoptik, 85748 Garching, Germany

2Department für Physik, Ludwig-Maximilians Universität, 85748 Garching, Germany
3State Key Laboratory of High Field Laser Physics, Shanghai Institute of Optics and Fine Mechanics,

Chinese Academy of Sciences, P. O. Box 800-211, Shanghai 201800, China
4Department of Physics, Umeå University, SE-901 87 Umeå, Sweden

(Received 1 March 2015; revised manuscript received 19 August 2016; published 27 September 2016)

Few-fs electron bunches from laser wakefield acceleration (LWFA) can efficiently drive plasma
wakefields (PWFs), as shown by their propagation through underdense plasma in two experiments. A
strong and density-insensitive deceleration of the bunches has been observed in 2 mm of 1018 cm−3 density
plasma with 5.1 GV=m average gradient, which is attributed to a self-driven PWF. This observation implies
that the physics of PWFs, usually relying on large-scale rf accelerators as drivers, can be studied by tabletop
LWFA electron sources.
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Laser and plasma wakefield accelerators (LWFA and
PWFA) are promising concepts to boost the acceleration
gradient from ≈ 100 MV=m in conventional rf accelerators
up to 10’s to 100’s GV=m [1]. Laser-driven (i.e., LWFA-
type) relativistic electron sources are routine and have
been demonstrated by many laboratories, e.g., Refs. [2–9],
delivering ≤ 5 fs FWHM and multi-kA bunches [10–12].
However, the electron energy from single-stage LWFA is
mainly limited by dephasing, since the highly relativistic
accelerated electrons eventually outrun the wakefield
whose phase velocity is subluminal (vph < c) [13]. In
contrast, PWFA driven by high-energy charged particle
beams is already moving at v ≈ c, and so suffers much less
from dephasing. Also, particle beams can stay focused over
much longer distances than optical laser beams. However,
PWFA requires high energy and current-density bunches
in order to drive high-gradient ultrarelativistic wakefields
[14,15]. These bunches are only provided by a few large-
scale facilities, such as, e.g., SLAC, CERN, and DESY,
where beam time for accelerator research and development
is usually limited [16–20]. LWFA bunches, widely avail-
able in university-scale laboratories around the world,
already possess most of the required parameters for driving
PWFAs: High charge density, ultrahigh current, and con-
trollable single or multiple bunch structure. Except for
final energy and average power, they are ideal for studying
beam-driven wakefield physics in a small-scale model, thus
complementing large facilities for detailed parameter stud-
ies. Even the typical spectral bandwidth of LWFA beams is
of low concern for that kind of application. Concerning
laser-driven acceleration, hybrid PWFA driven by LWFA
beams has also been proposed to double the achievable
electron energy for a given laser energy [21]. Therefore,
realizing a beam-driven wakefield with LWFA accelerated

beams would be a major step forward for studying future
high-gradient accelerators.
In this Letter, we present the first experimental evidence

of collective deceleration of LWFA electron beams inside
mm-scale plasma in two independent experiments, which
can only be explained by the generation of a strong beam-
driven wake. The first experimental setup is illustrated in
Fig. 1. The ATLAS 60 TW Ti:sapphire laser system was
used to drive the primary electron bunches. The laser pulses
of 870 mJ were focused by a parabolic mirror with f=13
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FIG. 1. Experimental setup. Jet 1 (left), which had a 300 μm
exit aperture and 1000 μm FWHM density profile along the laser
propagation axis, was used to generate stable and tunable
monoenergetic electron bunches by shock-front injection. The
shock was generated by inserting a razor blade into the super-
sonic flow. Jet 2 had 1500 μm exit aperture and 1500 μm flattop
density profile, and its center was placed between d ¼ 0 and
14 mm behind the shock. Bottom left: electron density profile
based on interferometry and Rayleigh scattering. The density is
normalized to 1018 cm−3. The density of jet 1 without the shock
front was fixed at 1.7 × 1018 cm−3 while the density of jet 2 was
changed between ð1.2–4.8Þ × 1018 cm−3. Top left: setup of the
double gas cells.
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optical geometry to a 15.9 μm FWHM spot and delivered
550 mJ within the first Airy ring with 28 fs duration on
target. The peak intensity was 6.2 × 1018 W=cm2, and the
energy stability is better than 5%. A permanent magnet
spectrometer with an absolutely charge-calibrated scintil-
lating screen was used as an electron detector [22], which
can resolve electron energies from 2 to 78 MeV with few
percent resolution [23], and has an angular aperture of
29.4 mrad. The targets were two supersonic helium jets
with adjustable separation and separately controlled den-
sities. The density fluctuation was < 0.8%. In jet 1, shock-
front injection resulted in tunable and stable electron
spectra (injection probability > 95%, rms peak energy
fluctuation < 2 MeV at 36 MeV peak energy, standard
error of charge stability ≈1%) as observed in Ref. [2].
Typical spectra are shown in Fig. 2(a). These bunches first
propagated through a vacuum gap, before interacting with
jet 2. The gas profile of both jets plus the shock front were
characterized off-line by interferometry and Rayleigh
scattering [24]. These measurements confirmed that there
is no detectable interference between the two jets when
d > 2 mm, where d is the distance between the shock front
in jet 1 and the middle of jet 2.
A consistent deceleration of the majority of electrons

was observed with jet 2. Figures 2(c)–2(d) show two sets of
spectra for different separations; since the shock-front
injection provides a highly stable LWFA electron source
[Fig. 2(b)], the observed broadening of the spectra after jet
2 was clearly not the shot-to-shot fluctuation of the injected
bunches. Although the spectra were found to be unstable
especially compared to the case without jet 2, a similar
pattern in the spectra was visible. Figure 3(a) shows the
average spectra after jet 2 as a function of separation.
As d decreased, the spectra became broader and skewed
towards the low energy side. In the closest cases, an

additional low-energy peak around 15 MeV was generated,
possibly due to re-acceleration as indicated by the simu-
lations. Since the decelerated spectra were not monoener-
getic, we define the remaining energy fraction (REF) to
characterize the total bunch energy after interaction,
REF≡ R

ESðEÞdE= R ES0ðEÞdE, where SðEÞ is the elec-
tron spectrum after jet 2, and S0ðEÞ is the spectrum after jet
1. Likewise, the remaining charge fraction (RCF) character-
izes the charge loss: RCF≡ R

SðEÞdE= R S0ðEÞdE.
The REFs and RCFs after jet 2 were found to be identical

to within 20% even for a fourfold change in jet 2’s density
and seemed to depend mainly on d as depicted in Figs. 4(a)
and 4(b), respectively. The results affected by gas turbu-
lence (d < 2 mm) were left out of the analysis. REF and
RCF decreased monotonically with the distance between
the two jets. The highest loss of over 94% was observed at
d ¼ 3.5 mm before gas interference took effect. At this
distance, the peak number density of the electron beam is
slightly above 1.2 × 1018 cm−3, exceeding the lowest
background electron density in jet 2. As it will be shown
later, the self-focusing of the electron beam increases the
peak density far above that of the background density even
for the densest case (4.8 × 1018 cm−3) in the experiment.
The estimated average stopping power from the first
momentum of the spectrum corresponds to a 5.1 GV=m
deceleration gradient, and the peak stopping power can be
estimated by the secondary peak around 15 MeV, which
shows a gradient> 14 GV=m. These values exceed regular
collisional and radiative energy loss [25] as well as betatron
radiation loss [26] by a factor of > 104. The only possible

FIG. 2. Electron spectra. (a) Average spectrum (solid line) and
root-mean-square (dashed line) from over 60 consecutive shots.
The shock-front configuration was used to generate 35.8�
0.3 MeV, 44.3� 1.5 pC electrons with an average FWHM
divergence 6.9� 0.17 mrad. (b) Consecutive shots of stable
shock-front injected bunches without jet 2. (c) Decelerated
spectra with d ¼ 3.5 and 3.6 × 1018 cm−3 electron density in
jet 2. (d) Decelerated spectra with d ¼ 6.5.

(a)

(b)

FIG. 3. Summary of spectra as a function of separation between
two jets. (a) Average spectra from the experimental results.
(b) Results from simulations where the solid lines show total
spectra, and dashed lines below them are the spectra of electrons
with divergence below 30 mrad.
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explanation is collective stopping of the electrons by
plasma (i.e., wake-) fields in jet 2 [27–29]. According to
the simulations below, the charge loss is a direct conse-
quence of the collective energy loss, since decelerated
electrons scatter out of the wake.
There is solid circumstantial evidence that rules out a

substantial deceleration by a wakefield driven in jet 2 by the
residual laser: Since the electron energy in jet 1 was far
below the 3D nonlinear dephasing limit ([30]) of 472 MeV,
the bunch is located ≈25 μm behind the laser. Free-space
propagation between the jets does not change this distance
noticeably (< 1 μm=cm). If a laser-driven wakefield would
dominate the observed deceleration, a fourfold change in
density of jet 2 and hence a twofold change in plasma
wavelength would place the electron bunch into a varying
phase relative to such a possible laser-driven wakefield.
This would lead to varying acceleration or deceleration,
which was not observed as shown in Fig. 4, ruling out any
strong influence of the residual laser wakefield.
In order to completely exclude any influence of the laser,

an additional experiment using two hydrogen-filled 7 mm
long gas cells was performed. They were separated by a
10 μm steel tape which was advanced after each shot,
completely blocking the laser after cell 1. The 26 fs,
1.7 J laser pulse was focused by an f=19 parabolic mirror
to a 22 μm FWHM spot on the target. Cell 1 was operated in
the self-injection LWFA regime. Any plasma in cell 2 is
generated by field ionization in the Coulomb field of the
LWFA bunch [31] due to the small source size and low
divergence after cell 1 [32,33], and the ratio between the
peak density of the LWFA bunch and the background plasma
is ≫ 1. The results are shown in Fig. 5. Electrons were
detected above the 200 MeV cutoff of the electron spec-
trometer resulting in a > 70% total energy and charge loss
with gas in cell 2, while the original high energy front around
400 MeV was preserved. This observation is consistent with
the double-jet experiment and proves that major deceleration
is indeed caused by beam-driven wakefields.
In order to draw more conclusions from the double-

jet experiment, we used 3D particle-in-cell simulations
with OSIRIS [34] to model the wakefield from either the
laser or e-beam driver. In the following, we first rule out
strong laser-driven wakefields before comparing purely

beam-driven wakefields to the experiment in a 2nd set of
simulations.
In order to compare a maximum amplitude ratio of laser-

and beam-driven wakefields, the laser was modeled as a
Gaussian pulse with the same parameters as in the experi-
ment and the electron bunch by a bi-Gaussian distribution
nbe−ðξ

2=2σ2zÞe−ðr2=2σ2rÞ, where nb is the peak density, σr is the
bunch size, which is estimated by the measured divergence,
and σz is the bunch length. The density profile used in
simulations is shown in the inset of Fig. 1. A simulation of
both laser and electron bunches requires a large volume
while fully resolving the laser oscillations and is computa-
tionally very expensive. Therefore, only the shortest jet
separation (d ¼ 3 mm) was modeled as a worst-case
scenario. The simulation yields ðEe−max=E0Þ ¼ 0.27 and
ðEl−max=E0Þ ¼ 0.06 at the entrance of jet 2, where Ee−max
and El−max are longitudinal magnitudes of the electron- and
laser-driven wakefield, respectively, and E0 is the cold
nonrelativistic wave breaking field [13]. These values are
similar to the analytical formula of the linear wakefield
which gave ðEe−max=E0Þ ¼ 0.31 and ðEl−max=E0Þ ¼ 0.1
[35,36]. The analytical calculation also shows that
Ee−max=El−max increases for larger jet separation. As will
be shown below in contrast to the laser wakefield, the
plasma wakefield increases significantly after propagating
in the 2nd plasma due to self-focusing of the electron bunch.
Therefore, Ee−max=El−max further increases up to 30. From
these results we conclude that in a second set of simulations
it is sufficient to assume only an electron drive bunch for
describing the wakefield in jet 2. This conclusion is
supported by the results of the second experiment where
only a PWF decelerates the electrons.

FIG. 4. Properties of electron bunches after interaction with jet
2. (a) REF from measurement and simulation vs separation.
(b) Comparison of total RCF from experiment and 30 mrad full-
divergence-limited RCF from simulations.

FIG. 5. Results of the second experiment utilizing double
hydrogen-filled gas cells separated with a steel tape. The pressure
in both cells was 140 mbar, corresponding to 6.8 × 1018 cm−3

assuming complete ionization. (a) Spectra from double gas cell,
cell 2 evacuated. Total charge 37.80� 0.89 pC. (b) Spectra when
both cells are filled. The average charge 8.42� 1.50 pC. (c) and
(d) The average spectrum of (a) and (b), respectively. The average
observed REF ¼ 0.23� 0.041 and RCF ¼ 0.22� 0.040.
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In the second set of simulations, the default parameters
were σz ¼ 1.4 fs, np ¼ 3.6 × 1018 cm−3, and σr was var-
iable nb=np ¼ 11.5=σr2ðμmÞ. Varying the energy spread,
plasma density up-ramp and the density profile shape had
negligible influence on the final REF. Also the REF was
found to only weakly depend on np and σz. Because of the
very short pulses (kpσz ¼ 0.13–0.26, σr=σz > 1) far from

the matching condition, i.e., kpσz ≈
ffiffiffi
2

p
and σr=σz ≪ 1; the

well-known σz
−2 scaling law for Ee−max [37] is not

applicable for our parameters.
Finally, we compare the experimentally determined REF

with the simulation result for different initial beam sizes.
This yields the bunch size as a function of separation, as
shown in Fig. 4(a). The best fit requires 2 times lower
divergence than what was measured. Figures 6(a)–6(f)
illustrate one example of a typical bunch evolution from
the simulation, where the spatial scale depends on the initial
bunch diameter. Two distinguishable phases are visible
after the bunches enter a plasma [I–II in Fig. 6(a)]. In
phase I, the front side of the bunch expels the plasma
electrons and drives a weak wakefield [Fig. 6(c)]. The back
side of the bunch then experiences a strong focusing due to
the static electric field of ions and self-driven magnetic field
[39]. The focusing increases the peak density by almost 4
times [Fig. 6(d)], thus enhancing the wakefield which
quickly decelerates the electrons in the tail of the bunch
and causes a fast drop in the REF curve in Fig. 6(a). During
deceleration, the electron energy spectrum gets broader
because the head and tail of the electron bunch both sit
the nonuniform longitudinal field regions as shown in
Fig. 6(b). The process continues until phase II where the
majority of the electrons are decelerated below the phase
velocity of the plasma wave and get retrapped into the

accelerating phase of the wave [Fig. 6(e)]. When the rate of
energy loss from the driving part is comparable to the rate
of energy gain of the trapped part, the decrease in REF
reaches saturation and forms a shoulder. This coincides
with the longitudinal position where the density in the
second electron bunch exceeds that of the first, generating
a second peak in the peak density curve [green line in
Fig. 6(a)]. Later, the peak density and the total charge of
the first bunch decreases beyond the point at which the
wakefield is maintained [Fig. 6(f)]. In this specific case,
corresponding to an intermediate separation of the jets, the
REF amounted to ≈0.5. For smaller separations, also in the
simulations the REF reaches values of ≈0.
In conclusion, the trend of REF in Fig. 4(a) can be

explained as follows: More electrons lose more energy for
smaller jet separation, because the wakefields are enhanced
by the stronger self-focusing of smaller bunches. In the case
of very small separation, some of the decelerated electrons
got considerably re-accelerated and generate secondary
peaks around 15MeV in spectra, which were visible in both
experiment [Fig. 3(a)] and simulation [Fig. 3(b)]. Note that
we only observe electrons within the spectrometer’s solid
angle. The simulation shows that due to the larger emission
angle of low-energy electrons this leads to a suppression of
the low energy part of the measured electron spectrum
[Fig. 3(b)] and an apparent charge loss [Fig. 4(b)]. The
effect is small, however, since the fraction of electrons
outside this solid angle contributed to less than 20% of the
final beam energy. Therefore, the dominant energy loss
process was the deceleration in the wake.
In conclusion, we have observed strong energy loss of

LWFA electrons in a plasma, which is attributed to a self-
driven collective wake excitation. The results have been
validated in a separate experiment and compared with
simulations. The decrease in stopping power for larger
distances to the stopping target is mainly caused by beam
expansion. The large peak deceleration gradient,
> 14 GV=m, shows the possibility to minimize the size
of a beam dump dramatically [38]. Moreover, since LWFA
electron bunches are much denser than conventional
bunches, they can drive wakefields in much higher density
plasmas compared to existent PWFA experiments [18–20].
This property is useful not only for building a tabletop
PWFA test bench, but also to boost electron energy as
an afterburner after dephasing or laser depletion in
LWFA [13,21].

We would like to thank Ferenc Krausz for support of the
project. The work is supported by the Cluster of Excellence
MAP (EXC158), DFG Project Transregio TR18, the
Euratom research and training programme 2014-2018
under Grant Agreement No. 633053 within the framework
of the EUROfusion Consortium, and the Max- Planck-
Society. We also acknowledge FCT (Portugal) and the IST
Lisbon for the access to OSIRIS.

FIG. 6. Example of the simulated electron bunch evolution. The
original bunch parameters are σr ¼ 6.1 μm (corresponding to
d≈6mm), σz¼1.4 fs, np¼3.6×1018 cm−3, and nb=np ¼ 0.31.
The density profile was a step function, starting at t ¼ 47.
(a) Peak electron bunch density and REF vs time. After reaching
quasistatic saturation [38] at t ∼ 700, the value of the peak density
jumps between the main driver and secondary bunch (∼4c=ωp

behind main driver). (b) The magnitude profile of the longitudinal
wakefield. (c)–(f) Bunch density and longitudinal electric field at
different time steps.
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